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Motivation nD-PointCloud

• point cloud data sets are often used for monitoring 
 dynamic point clouds
 time added as additional organizing dimension

• organizing point cloud data in levels of Importance (LoI) is an approach to 
manage large data sets
 LoI: discrete (multi-scale/dLoI) or continuous (vario-scale/cLoI)
 scale treated as additional organizing dimension

• how to manage higher dimensional point clouds (4D, 5D, …)?



• nD-PointCloud
• foundations
• PostgreSQL implementation
• nD Convex polytope query
• Apache Parquet

• practical results
• Potree conversions AHN 1 to 5
• COPC/VPC conversions
• fast direct point cloud-based change detection

• future work
• main publications

Agenda

AHN3 colored by ‘intensity gradient’



nD-PC foundations



Vario-scale for point cloud data
• lesson from vario-scale research: add one continuous dimension

to the vector geometry to represent scale -> continuous LoI
(2D data vario-scale represented by 3D geometry)

• apply this to point cloud data
1. compute the cLoI value
2. add this as organizing dimension, either 

x,y,imp (z and others attributes) or 
x,y,z,imp (and others as attributes) or …

3. Cluster/index the 3D, 4D, .. nD points 
4. Define perspective view selections, 

view frustum with one more dimension:
the further, the higher cLoI’s



cLoI computation, getting rid of discrete levels
 real continuous levels, nD case
• for ideal continuous distribution function over levels (nD):

for l between 0 and L+1
     and n number of dimensions

• this function has Cumulative Distribution Function (CDF):

for l between 0 and L+1
     and n number of dimensions

• using random generator U (uniform between 0 and 1) to generate level l (cLoI)
(between 0 and L+1) for next point in nD space:



cLoI in 3D web application 
developed by Xuefeng Guan (Wuhan Univ) after 1 year visit TUD

note: colour is 
density (3rd

person view)



Cluster/index by Space Filling Curves (SFCs)

• from nD to 1D (computer memory addresses) and back…

• apply linear ordering to a multidimensional domain (spatial clustering)
• organize a flat table efficiently
• full resolution keys: avoid storing x,y[,z] + t/cLoI
 recovered from SFC key

• use Index Organized Table (cluster data stored in the B-Tree index)
• queries need to be re-written to SFC-ranges, benefit from spatial 

clustering  efficient

• SFCs based on hyper-cubes
• Morton/Hilbert both nD and quadrant recursive
• Consider relative scaling of dimensions
• Space reserved on the hypercube for future data

Morton (Peano)
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Overview: load & query point clouds

1. loading (upper right of figure)
• convert nD points to SFC keys
• store in IOT table (organized on SFC key)

2. querying (remainder)
• convert query geometry to SFC ranges, 
• first filter: join SFC range table with IOT table
• second filter (optional): test points inside query geometry



PostgreSQL
Implementation



Implementation: PCServe



• load, add cLoD and organize by SFC
• virtual octree to support potree viewer as there is not yet a cLoI viewer
• on request generate octree nodes with SFC ranges

PCServe: DB preparation



nD Convex polytope query



• convex polytope is more selective than a hyper-rectangle/sphere
• well defined in nD, based on half-space intersection
• fast implementation based 

on SFC/virtual 2n-tree

• example view frustum selection

nD query by convex polytopes



• half-space = nD plane inequation
• virtual node 2n-tree = hyperbox (range of SFC-keys)
• plane normal vector used which 2 corners hyperbox used for test 

Test overlap half-space with virtual node 2n-tree 



• test nD box inside nD half-space: out, partial, in
• in nD box there are 2n points (e.g. 5D  32 points), but just 2 tested

Just 2 corner points



• in-box give SFC-range (based on level in tree this can be larger/smaller)
• partial-box is refined (unless max depth/bottom level is reached)
• resulting set of SFC ranges is joined with SFC based nD points
 either report individual points, or point groups

Full query: recursive 2n-tree traversal



• columnar store format, for serialized data (disk storage)
• structured (+ nested) data, compressed
• has a main memory cousin (uncompressed columnar)

• Apache Arrow → Data frame libraries can read Parquet from disk into 
Arrow(2D, heterogeneous tabular data)

• you can interact via SQL with the Parquet files using query engine 
(DuckDb, Apache Drill)

Apache Parquet (as alternative store)



• table split over:
• Row groups → Columns
• Column Chunks → Pages

• encoding data + Compression at Page level
• metadata on Min/Max of Row groups (+ 

recent addition: Pages), stored at end of file 
(block ranges index, if data sorted!)

• can be fetched in parts with http head 
followed by http range requests (if server 
support)

• C++, Java, Rust libraries read / write
• https://parquet.apache.org/ 

Apache Parquet - structure

https://parquet.apache.org/


Some nD PC data (load similar to PostgreSQL)



• Column Chunks divided into Pages 
• encoding/compression can differ per column data type

• custom merge join with half spaces→query ranges and data (SFC keys)Read 
relevant parts from Parquet file, that contains sorted data

• heavy use of Min/Max index data on both Row groups as well as Column 
pages in footer of Parquet file

• fetch in phases:
1. matching records based on SFC key column (a. Row Group → b. Column page)
2. retrieve additional attributes for query result points from disk

• decode / de-quantize keys

Querying Parquet



Integrated Space / cLoI query



• nD-PointCloud
• foundations
• PostgreSQL implementation
• nD Convex polytope query
• Apache Parquet

• practical results
• Potree conversions AHN 1 to 5
• COPC/VPC conversions
• fast direct PC-based change detection

• future work
• main publications

Agenda



Dell PowerEdge R7525 ronna
physical server for benchmarks, parallel computing

Dell PowerEdge R7525 server
1. 2 x 24-core AMD EPYC 7443 processors (96 threads), 2.85GHz
2. 512 GB buffered  memory (RDIMM)
3. Ubuntu operating system

• Disk storage – direct attached
1. 15,4 Tb SSD SAS 
2. 19,2 Tb SSD SATA
3. 180,0 Tb Hard Drive SAS, 7.2K rpm in RAID-5 

• Network NAS 26,0 TB on svm104.storage.tudelft.net



http://viewer.pointclouds.nl all AHN versions in potree

http://viewer.pointclouds.nl/


All potree tools, e.g. show number of returns : 1-7



.. or classification 



Various tools: height, area, volume, angles, profile,..



name #points #files 
in

Input size 
(Gb)

Output size
(Gb)

Duration 
(hours)

AHN1 11.984.853.767 1358 33,1 44,2 0,17

AHN3 557.925.797.136 1374 2390,7 5035,8 12,29

AHN4 947.364.043.509 1381 6145,4 9931,8 33,38

AHN5 part 289.944.615.278 499 1394,3 2695,9 8,59

potree conversion on ronna

AHN2 converted before (previous project)
Duration conversion on ronna, multi-user



AHN1                             AHN3                             AHN4                           AHN5 (part)
Note about issue memory leak potree, due to parallel sort in library (in some systems/versions)

AHN-potree conversion statistics: in-/output size

4Tb

10Tb

2Tb

8Tb

0Tb

6Tb



AHN-potree conversion: input size vs duration



• Virtual Point Cloud (VPC) file = SpatioTemporal Asset Catalogs (STAC)
• extension on top of GeoJSON with PC metadat
• contains links to COPC .laz files (or EPT, Entwine Point Tile)

• Cloud Optimized Point Cloud (COPC) file = data
• COPC is .laz which has embedded Octree
• specs on https://copc.io/ (by Hobu, Inc.)

• load VPC in QGIS as a single point cloud layer 
(rather than each file as a separate map layer)

Virtual Point Clouds and
Cloud Optimized Point Cloud

https://copc.io/


STAC PointCloud
https://github.com/stac-extensions/pointcloud
https://stacspec.org/en

extent of COPC .laz in WGS’84

extent of COPC .laz in EPSG:7415 (RD+NAP)

EPSG:7415 WKT2

link to COPC .laz (which has embedded Octree)

Example VPC file

https://github.com/stac-extensions/pointcloud
https://stacspec.org/en


To use VPC/COPC in QGIS
start with download .vpc file
$ wget https://data.pointclouds.nl/data/nl/ahn-copc/3/ahn3.copc.vpc.json -O ahn3.vpc

--2024-10-10 14:03:00-- https://data.pointclouds.nl/data/nl/ahn-copc/3/ahn3.copc.vpc.json

Resolving data.pointclouds.nl (data.pointclouds.nl)... 131.180.126.49

Connecting to data.pointclouds.nl (data.pointclouds.nl)|131.180.126.49|:443... connected.

HTTP request sent, awaiting response... 200 OK

Length: 2428491 (2.3M) [application/json]

Saving to: ‘ahn3.vpc’

ahn3.vpc                                        
100%[==========================================================================================
===========>]   2.32M --.-KB/s    in 0.02s   

2024-10-10 14:03:00 (109 MB/s) - ‘ahn3.vpc’ saved [2428491/2428491]



Open
VPC in
QGIS















Statistics for AHN to COPC and VPC (on ronna)

*) estimation (as process was interrupted, total 54 days) 

processing time linear with input size
ronna is multi-user system, so timings not exact
for AHN3: COPC > LAZ input, for AHN4: COPC < LAZ input

GitHub to source https://github.com/nd-pc/process_ahn

#files in input processing #files out output
AHN3 1374 2.4Tb 14 days 5 hrs 382 3.1Tb
AHN4 1381 6.1TB 26 days *) 381 5.1Tb

https://github.com/nd-pc/process_ahn


Raster based change detection

https://ns_hwh.fundaments.nl/hwh-ahn/AHN_DIFF/index.html 

https://ns_hwh.fundaments.nl/hwh-ahn/AHN_DIFF/index.html


Nicer example AFAS HQ, Leusden



• grid is less detailed than PC
• grid can only be displayed in 2D
• grid needs to be computed first

• much better to have direct point 
cloud change detection 

Fine, but…



Direct PC-based change detection (not 
convert to grids and show changes in 3D) 
• tests to find the suitable PC-based method: controlled offsets and real epochs 
 comparison  based on error and time cost

• range of algorithms  (as available in CloudCompared)
• reimplemented in Matlab for full control 
• testing with various data sets (AHN, CostScan, lake, bunny)
• conclusion from results: 3D Nearest Neighbour(NN) outperforms/equal 

quality to more complex algorithms regarding similar results and less time 
cost. Relatively efficient for implementation, ‘real’ NN kd-tree based.

• Then, further speed-up will be challenged for massive implementation for 
further change detection at nationwide applications over the AHN series.



Experiment 1: CoastScan data with controlled offset
comparing the 8 different algorithm

dx=0.2
dy=0.2
dz=0.2

Average intra-distance = 0.396 m



Artificial displacement
dx=-0.25
dy=-0.25
dz=-0.5
d=0.6124

(lesson learnt:
do not do 2D,
but 3D NN)

Experiment 2: Preliminary Results (2D NN)

exact

SFC approximate
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Experiment 3: spatio-temporal CoastScan data



(1) The nearest neighbor

(2) Least squares plane

(3) Linear in
terpolation

(4) Q
uadratic

(5) 2.5D tria
ngulation

(6) Natural Neighbor In
terpolation

(7) In
verse Distance Weight

(8) m
ultiscale model-to

-model

     
     

     
   cloud comparison

0

500

1000

1500

2000

2500

3000

3500

time cost

total [s]

Experiment 3: 
Time cost



scanner

scanner

Experiment 3: Spatio-temporal CoastScan data

3D Nearest Neighbour(NN):
changes are detected efficiently and correctly 



• per epoch, preparation of PC data set
1. scaling and offsetting (SFC always in a cube)
2. SFC key calculation
3. sorting SFC key column

• batch process NN distance calculation (advanced merge join 2 epochs): 
for every point P in epoch 2:

1. search the previous and next SFC key of the calculated SFC key in epoch 1
2. decode and unscale these two SFC keys (previous and next)
3. find approximate nearest neighbor (NN) of the 2 candidates 

(option: box query in epoch 1 with P as center and distance P-NN as radius)
4. output d and dx,dy,dz

SFC-based ultra-fast change detection



Preliminary results: AHN4-3



• nD-PointCloud
• foundations
• PostgreSQL implementation
• nD Convex polytope query
• Apache Parquet

• practical results
• Potree conversions AHN 1 to 5
• COPC/VPC conversions
• fast direct point cloud-based change detection

• future work
• main publications

Agenda



• designed and tested nD-PC organization 
(with cLoI) in resp. DBMS and files, and good results obtained

• explored and cleaned spatio-temporal point cloud data, and analyzed in 
detail the possible change detection options  NN preferred

• current practice tools not yet cLoI-aware and space first (not time)
• active at various meetings (OGC, 3D GeoInfo, FOSS4G, EGU) and 

publications
• Geomatics/GIMA students doing (thesis) projects with point clouds
• open invitation to the nD-PointCloud project concluding symposium: 

12 November 2024, 13-16 hours 
room B, Faculty of Architecture and the Built Environment, TU Delft 

Conclusion



• completion of publication in pipeline
• standardization of format and protocols (binary Parquet files)
• cLoI aware viewers and other clients (computations), 

using selection with flat hyperplanes (convex polytope) 
• on-the-fly CRS transformations of selections, or pre-computing of whole data 

sets (on HPC/HTC)
• explore cLoI to integrate datasets from different scales (after geo-

referencing/CRS transformation) 
• nationwide AHN change detection (buildings, vegetation, ..) by 

- adding 1 just or all 3 directions
- store result integrated (dimension of attribute) or separate from points
- interactive of massive preprocessing (on HPC/HTC), but fast use
- backward of forward changes
- for CoastScan, option to skip epochs (hours, days, weeks, months)

Future work
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